
Naturalizing 
Jurisprudence 

after Generative 
AI

Integrating AI, Complexity Theory, and

Legal Philosophy



The 
Problem



Philosophical 
Contexts

• Brian Leiter’s Naturalism: 
Legal reasoning through 
empirical methods.
• Rejects “first philosophy” in favor 

of science.

• Charles Taylor’s Linguistic 
Theory: Constitutive role of 
language in human experience.
• Meaning is an emergent, 

dynamic process of embodied, 
enactive beings.



Naturalism

• Definition:
• A philosophical approach that aligns knowledge with empirical 

science.
• Originates from W.V.O. Quine’s “Epistemology Naturalized”

(1969).

• “Epistemology, or the theory of knowledge, should itself be a 
chapter of psychology.” – W.V.O. Quine.



Key 
Principles:

1.Empirical Basis:
1. Knowledge arises from observation and 

experimentation.
2. Rejects a priori reasoning as the foundation 

of knowledge.

2.Holism:
1. Beliefs form an interconnected web.
2. Even fundamental concepts like logic and 

mathematics are revisable.

3.Integration with Science:
1. Philosophy is continuous with scientific 

inquiry.
2. Understanding cognition involves studying 

psychology and biology.



Leiter’s Naturalism in 
Jurisprudence

• Legal systems as natural phenomena:
• Grounded in human psychological and social behavior.

• Focus on how laws operate in practice rather 
than abstract theorization.
• Example: Judges’ decisions analyzed through 

empirical data



What are the goals of Leiter’s Naturalism?

• Align legal reasoning with empirical science.
• Rejects a priori conceptual analysis in favor of studying real-world 

practices.
• Emphasizes how judges and legal systems actually function, 

informed by psychology and sociology.



Naturalism and Generative AI 
(GAI)
How words are like a flock of birds



Leiter’s Naturalism and GAI

Naturalism Meets Large Language Models
• Parallel: Leiter’s critique of abstract legal theorization is open to 

LLMs’ empirical, data-driven approach to language.
• LLMs as Naturalistic Tools:

• Language is modeled as a complex adaptive system



Introduction to LLMs and Transformers



What are Complex Systems?

• Systems where global behavior emerges from local interactions.
• No central control—patterns arise dynamically from individual 

components



Parisi's Analogy: Flocks of 
Birds

• A flock of starlings moves as a cohesive unit 
without a leader.

• Key Characteristics:
• Simple Rules: Each bird adjusts based on 

the movements of its nearest neighbors.
• Emergence: The flock’s shape, speed, and 

direction emerge from these interactions.
• Adaptability: The flock quickly responds to 

threats or changes in the environment.



Complex system
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Complexity Theory in Social Science





Language Models Language as distributional 
semantics
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Takeaway

Complex systems, such as flocks of birds, 
language, or legal systems, teach us that 
meaning and order can emerge 
dynamically without centralized rules—a 
key insight for developing AI in law.



Assumptions

Meaning is emergent 
from the entirety of 
language in action.

Language use 
constitutes meanings 
that are not clear!



Taylor’s Constitutive Theory of Language

• Constitutive Features: Language shapes human experience and legal meaning.

• Legal interpretation is context-dependent and dynamic.

• Relevance for AI:AI needs to account for this evolving, emergent legal language.



Language 
points to 
meaning 
beyond 
words.



The Role of 
Large 
Language 
Models 
(LLMs)

• Emergent Properties of LLMs: Non-static 
understanding of language through 
evolving patterns.

• LLMs reflect the complexity and 
adaptiveness of legal language.

• Limitations: Cannot fully engage with 
human moral judgment or social 
practices.



Implications for legal interpretation
• Constitutive Role of Language:

• Language usage shapes reality, legal norms, and moral reasoning.

• Dialogical Nature of Legal Interpretation:
• Legal interpretation happens through dialogue and social interaction, not static 

rules.

• Following a Rule requires judgment about meaning from lived experience and 
contextual understanding.



Still not human
• Human experience is not linguistic!
• It is evolved
• It is embodied

• Often ineffable
• Not reducible to concepts
• Points beyond words: “Juliet is the Sun”

• Meaning emerges in human awareness in the 
rapidly shifting syntheses of experiences and 
cognitive contexts.



Why this matters
• Computational devices will 

not match human 
reasoning without 
becoming human (which is 
probably not possible).

• It can be better, by 
becoming multimodal:



For Legal Philosophy

• Law is evolving
• Legal terms are vague on a spectrum
• Legal systems are complex adaptive systems (like a murmuration 

of starlings). They can be modeled as such productively
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